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Purpose – Multivariate control charts cannot be indicative of which variable is the cause of the out-of-

control signal. To keep the process under control, the cause of the out-of-control signal must be 

determined correctly. The study, it is aimed to predict the variable that causes the out-of-control with 

the highest accuracy when there is 2 sigma and 3 sigma shift from the mean.  

Design/methodology/approach – The method used in the study is machine learning-based detection 

analysis. The data set was taken from a company that produces furniture connecting part. Sample values 

were collected from the enterprise. Then the under-control samples were detected from these. 

According to these samples' mean and standard deviation values, data was produced in such a way that 

2 sigma and 3 sigma shifts occur from the mean for training the machine learning algorithms. To predict 

the out-of-control samples three individual machine learning algorithms and three ensemble methods 

(Bagging, Boosting and Stacking) were used. In addition, 3 stacking models were developed using 

combinations of the individual algorithms. 

Findings – When the results are examined, higher accuracy has been reached by using a model 

developed with the stacking method than individual algorithms. The highest accuracy rates have been 

achieved as 69.00% for 2 sigma and 85.75% for 3 sigma shift with the stacking 3 models developed based 

on the stacking method. 

Discussion – The issue of detecting out-of-control signals in the quality processes in manufacturing 

companies with the least error was examined and the results were discussed. 

 

1. Introduction 

Examining the variables separately with traditional univariate control charts causes loss of time and the 

relationship between variables (Montgomery,2009). To remove these disadvantages, multivariate control 

charts should be used in a complex process where one than more variable affect. The most widely used 

multivariate control charts are Hotelling 𝑇2 (Montgomery, 2009; Mason and Young, 2002; Arıoglu and Fırat, 

2005). However, the values of all variables in the control chart are shown with a single value by statistical 

calculation. The shortcoming of such charts is that it is not possible to make comments about the variables 

separately by examining all variables together (Aparisi and Sanz,2010). Therefore, the variable that causes the 

out-of-control state is not easy to detect. However, in order to keep the process under control, it is necessary 

to quickly find the cause (s) that negatively affect the process. In addition to multivariate control charts, 

statistical or machine learning methods can be used to determine the cause of the out-of-control. 

Statistical or machine learning methods are used to predict out of control causes in the literature. Some 

statistical methods are Mason Young Tracy (MYT) (Mason et al.,1995), principal component analysis (Edward-

Jackson,1985; Bakdi et al.,2017) and discriminant analysis (Murphy,1987). The most widely used method 

among statistical methods is MYT decomposition method, which was developed specifically for Hotelling 𝑇2 

chart. MYT method tries to determine the cause of the out-of-control signal by investigating the correlation 

between dependent and independent variables (Mason et al.,1995). When the studies are examined, it is 

concluded that statistically it can predict the causes of out-of-control signals encountered in previous periods, 

but the error rate of the results is not known and there is no prediction for the future periods. These two issues 

are important shortcomings for the MYT method (Niaki and Abbasi, 2005). 
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Machine learning algorithms that can be used as an alternative to statistical methods for classifying out-of-

control situations are very popular and overcome the deficiencies. These algorithms are advantageous because 

they learn from previous examples and decide on the result of a new sample and the accuracy of the prediction 

can be evaluated with performance criteria. It is very important to determine the causes of out-of-control 

situations in the process in the most accurate and fastest way. Machine learning algorithms that use many 

different classification and prediction models are important guides in this regard. There are studies in the 

literature with different perspectives and methods on this subject. For the analysis of out-of-control signals, 

ensemble methods by constructing the same algorithm in parallel or sequentially (Guh and Shiue, 2008; Yu et 

al., 2009; Alfaro et al., 2009; Du et al.,2012; Cheng and Lee, 2012; Yang, 2015; Jiang and Song, 2017; Asadi and 

Farjami, 2019) as well as individual machine learning algorithms (Aparisi and Sanz, 2010; Niaki and Abbasi, 

2005; Chen and Wang, 2004;  Cheng and Cheng, 2008; He  et al, 2013; Li et al., 2013; Huda et al., 2014; Song et 

al.,2017; Shao and Lin, 2019) are popular in recent years. As is known, there are many different ensemble 

machine learning algorithms. Many studies have shown that ensemble algorithms are more successful than 

using individual machine learning algorithms (Guh and Shiue, 2008; Yu et al., 2009; Yang, 2015; Asadi and 

Farjami, 2019; Alpaydın, 2012).  In addition to using the same algorithms in parallel or sequentially with 

boosting and bagging methods, using different algorithms together to overcome the deficiencies of the 

algorithms has recently become popular in different fields other than quality control (Oza and Tumer,2008). 

There are studies on quality control charts using Boosting (Yu et al.,2009; Alfaro et al.,2009; Du et al.,2012; 

Yang,2015; Asadi and Farjami,2019) and bagging methods (Cheng and Lee, 2012; Jiang and Song,2017). With 

the stacking method, there are studies about the students at academic risk (Lauría et al.,2018), such as to detect 

network intrusion (Demir and Dalkılık,2018), to estimate the warfarin dose (Ma et al.,2018). 

Studies can be grouped according to the used techniques as well as the data used. In some studies, the out-of-

control state is based on pattern recognition and the type of mean or variance shift (Zhao et al., 2017; Zhang 

and Cheng, 2015). Some studies are based on shift magnitude (Niaki and Abbasi, 2005; Chen and Wang, 2004; 

Li et al., 2013). Some studies aimed to determine the variable (s) of the cause of the out-of-control signal (Niaki 

and Abbasi, 2005; Cheng and Cheng, 2008; Shao and Lin, 2019; Gonzalez-de la Parra and Rodriguez-Loaiza, 

2003).  

In the study, a new machine learning methods based on stacking algorithm is proposed to determine the cause 

out of control signal in multivariate control signal in manufacturing companies. The success of the proposed 

model has been tested with a furniture fastener production real-life application. Estimates were obtained with 

models created by ensemble algorithms with the stacking algorithm in a heterogeneous manner in 3 different 

ways and the results were compared with all cases. The most successful algorithm will be selected by 

comparing the prediction accuracy rates of all individual and ensemble algorithms. However, according to 

our limited literature research, it has been observed that there is no work with stacking algorithm on quality 

control charts. 

The study can be summarized as follows; In chapter 2, the methods used in the study are explained. In the 

third chapter, the model developed for the purpose of the study is included. In the chapter 4 , real life 

application is made on the model. Finally, in the chapter 5, the results of the study and recommendations are 

presented.  

2. Methods 

2.1. Hotelling 𝐓𝟐 Control Chart  

In multivariate processes, it is more complex and difficult to detect shifts in mean and / or variance than in 

univariate processes. The measured values of all variables are converted to a single statistical value, 𝑇2 

presented in Equation 1 (Hotelling, 1947). 

𝑇2 = (𝑋 − 𝑋̅)′𝑆−1(𝑋 − 𝑋̅)                              (1) 

𝑋̅  and 𝑆, represent the sample mean vector and covariance matrix of these observations, respectively  

 𝑋 ̅ =  

[
 
 
 
𝑋̅1

𝑋̅2

⋮
𝑋̅𝑝]

 
 
 

   is quality vector. 
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The structure of the control chart consists of two phases. In the first phase stage, it is checked whether the 

process is under control. In the second phase, future production process is monitored. Equation 2 represents 

the first phase control limits. 

Ü𝐾𝑆 =
𝑚 − 12

𝑚
𝛽

𝛼,
𝑝
2
,
(𝑚−𝑝−1)

2

,  

𝐴𝐾𝑆 = 0 

 

                                                                    

(2)    

2.2. Machine Learning 

The method used in the study is machine learning-based detection analysis. Machine learning algorithms 

enable computers to learn from data and make inferences. It is divided into two as supervised and 

unsupervised learning. The label value is not specified in the unsupervised learning algorithms and makes its 

own inference. In supervised algorithms, the result is taught to the system by entering the label value 

(Alpaydın, 2012). Since input and target values are determined in the study, supervised algorithms will be 

used. For this reason, firstly individual machine learning algorithm then ensemble machine learning algorithm 

were used for comparing the prediction accuracy rates. 

2.2.1. Individual Machine Learning 

Decision Tree Algorithm: A decision tree is a flow chart-like tree structure in which each node represents a 

test on an attribute value, each branch represents a test result, and tree leaves represent classes or class 

distributions (Ali et al.,2015). Tree learning algorithms start from the root of the whole learning set and decide 

where to best divide each step. It explores how to best divide each section within itself, stops when no more 

divisions are needed, and forms a leaf node (Alpaydın,2012). It is a classifier and predictor commonly used 

among machine learning techniques that predict the target variable according to various input variables. 

Decision tree learning algorithms are used for supervised learning and allow you to see the logic for the 

interpretation of data that is not like black box algorithms. A mistake that can be easily made when working 

with decision tree learning is that when changing the tree for specific purposes, a tree that does not model the 

properties of all data can be encountered. This is an overfitting of machine learning (Mitchell,1997). 

Naïve Bayes Algorithm: Naïve Bayes is simple statistical Bayesian classifier and algorithm for calculating the 

probability of hypotheses to estimate the values of unobserved variables based on Bayes theorem (Bhatia, 

2010). Bayes' theorem is shown as in Equation 3 (Salvador-Meneses et al., 2019). 

𝑃(𝐻|𝑋) =
𝑃(𝑋│𝐻)𝑃(𝐻)

𝑃(𝑋)
 

   (3) 

where, X is considered evidence, H is some hypothesis, 𝑃(𝑋) is the probability of the X (independent),  𝑃(𝑋) 

is the probability of H occurring when X is known to be, 𝑃(𝐻) is the prior probability, 𝑃(𝑋│𝐻) is the posterior 

probability of X conditioned on H. 

Naive Bayes classifiers analyze the relationship between each property and class to obtain a conditional 

probability for the relationship between attribute values and class (Mitchell, 1997), and at the end of 

comparisons, the high probability class becomes the predicted class label (Han et al., 2012). 

K- Nearest Neighbor Algorithm: K- Nearest Neighbor (K-NN) is a non-parametric method used for 

classification and regression, and basically the points closest to the new point are searched. Also it is easy to 

run the K-NN algorithm.  K represents the amount of the nearest neighbors of the unknown point. The K 

amount value of the algorithm must be selected to predict the results. A data is classified by majority vote of 

its neighbors. The distance between all training points to the sample point is calculated and the point with the 

least distance is called the nearest neighbor (Bhatia, 2010). There are some distance calculations to calculate 

the K-Nearest Neighbor, but for convenience and efficiency, the Euclidean distance is often used. The 

Euclidean distance is calculated as in Equation 4 (Salvador-Meneses et al.,2019). 
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𝑑(𝑋, 𝑌) = √∑𝑑𝑖(𝑥𝑖 , 𝑦𝑖)

𝑛

𝑖=1

 (4) 

where di(xi, yi) is the distance between two observations in the i-th attribute. 

2.2.2. Ensemble Machine Learning 

Ensemble machine learning algorithms are available as an alternative to the use of individual machine learning 

algorithms. These are often seen to increase the success of individual methods (Yu et al., 2009; Yang, 2015; 

Breiman, 1996). The generalization ability of an ensemble, that is, multiple algorithms, is generally stronger 

than using basic algorithms individually. Because they can make weak algorithms that provide a little better 

classification than random predictions, with strong algorithms that can make very precise predictions. 

Therefore, individual algorithms are also called weak algorithms (Zhou, 2012). Bagging, Boosting and Stacking 

methods which are the methods of Ensemble machine learning used to create community algorithms. It is 

thought that instead of using the machine learning algorithms individually, using the ensemble methods will 

increase the predictive accuracy. However, when creating ensemble algorithms, it is important to consider the 

basic algorithm parameters used in the best way and to combine them correctly. Otherwise, besides not 

achieving successful results, time and cost losses will occur (Alpaydın,2012). 

Bagging Method: The method generates multiple models by taking different samples from the data set and 

voting through the prediction results of the models to obtain a general prediction result (Breiman,1996). The 

bagging method developed by Breiman (1996) is the oldest, simple and effective ensemble algorithm (Zhang 

and Ma, 2012). Bagging aims to increase classification accuracy by producing a model that combines multiple 

classifiers of the same type (Rokach, 2010). In this algorithm, decisions are made by majority vote from 

different classifiers (Gowda et al., 2018). The bagging method, in which basic learners are combined in parallel, 

is a multi-class method (Zhou,2012). 

Boosting Method: In boosting ensemble method, weights are given by estimating the samples, then the 

weights of the faulty samples are updated according to the prediction results of the previous model, a new 

model is established and classification estimates are obtained (Freund and Schapire,1999). In this method, 

which allows each algorithm to use the output of the previous algorithm as input by connecting the algorithms 

in series, each classifier is affected by the performance of the previous algorithm. It places more emphasis on 

classification errors made by classifier algorithms first (Rokach,2010 ). In other words, instead of voting equally 

for each classifier as in bagging, it is weighted based on the performances of each classifier (Lantz,2013). 

Stacking Method: The stacking ensemble developed by Wolpert (1992) is a machine learning algorithm that 

combines multiple different individual algorithms and learns the outputs of the basic classifiers to achieve 

higher predictive accuracy (Wolpert,1992). Therefore, stacking algorithm was used in the study. The Stacking 

model consists of Base and Meta learner as seen in Figure 1. The meta model tries to learn where and how the 

base models make prediction errors and correct them. Therefore, the two models should be trained with 

different data. It is useful for base models to use different learning algorithms to complement each other, not 

same type. The meta model is more flexible and less biased because it is trained (Alpaydın,2012). 

 

 

 

 

 

 

 

Figure1. Stacking Ensemble Model 
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Base Learner3 

Data Set Meta-Learner 

Prediction 



D. Demircioglu Diren – S. Boran 13/4 (2021) 3728-3741 

İşletme Araştırmaları Dergisi                                                                                                 Journal of Business Research-Turk 3732 

Here, the basic individual algorithms are called the base learner, while the combiner is called the meta learner. 

The basic idea is to train the base learners using the original training data set and then create a new data set to 

train the meta learner, where the outputs of the base learners are considered as input features when in the 

original state. Base learners are often produced by applying different learning algorithms, and therefore, 

stacked communities are often heterogeneous (Zhou, 2012). The metadata set consists of predictions of all 

algorithms (Onan, 2018). 

2.3. Performance Criteria of Machine Learning Algorithms 

The performances of models built with machine learning algorithms should be evaluated according to certain 

criteria to predict the classification and predictive performance on future data (Raschka, 2018). There are many 

criteria to measure the performance of algorithms. However, the criteria to be used differ according to the 

intended use. When regression is used, measurements of errors are taken, and when classification is used, 

measurements of accuracy are taken (Zheng, 2015). Since the classification was generated throughout the 

study, accuracy and sensitivity were employed. 

Accuracy is defined as the number of samples correctly classified from all samples. Accuracy is the most 

popular method and uses a very simple equation as shown in Equation 5 to calculate. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 100 %      (5) 

Given that TP, TN, FP, FN are the number of True Positive, True Negative, False Positive and False Negative 

respectively. 

 

3. Proposed Model 

The model of the study consists of four steps. 

● Collecting the data of the process and determining the out-of-control signals: Hotelling 𝑇2 multivariate 

control chart is used to monitor the process. 

● Generating of data:  At this stage, to examine 2 sigma and 3 sigma shifts, data is generated by simulation 

from the mean according to the distribution, average and standard deviation of the data under control. 

● Training the machine learning algorithms developed with individual (Decision Tree (DT), K-Nearest 

Neighbor (K-NN) and Naive Bayes (NB)) and Stacking method with these generated data for detecting the 

variable which cause of out-of-control signal: In order to determine the causes of out-of-control situations, 

the success of individual machine learning algorithms was first examined. Then, the same algorithms were 

combined homogeneously, and the prediction accuracies were investigated by using bagging and boosting 

ensemble algorithms. 

● Selecting the algorithm with the highest prediction accuracy by comparing according to the classification 

accuracy performance criteria: Finally, estimates were obtained with models created by ensemble algorithms 

with the stacking algorithm in a heterogeneous manner in three different ways and the results were 

compared with all cases. The most successful algorithm will be selected by comparing the prediction 

accuracy rates of all individual and ensemble algorithms. 
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The architecture of the proposed model as shown in Figure2. 

 

 

 

 

 

 

 

 

 

Figure2. The Architecture of the Proposed Model  

 

In this study, the quality of furniture fastener production was examined. The production process of the 

aluminum part consists of drilling, cutting, and bending processes. 

3.1. Collecting Data and Hotelling 𝑻𝟐 Control Chart 

In order to prove the model in the study, the aluminum furniture connecting part, which is the most 

problematic in the business, has been examined. Furniture connecting part is presented in Figure 3.  

 

Figure 3. Furniture Connecting Part 

The out-of-control signals analyzed in the production of part were monitored with the Hotelling 𝑇2 control 

chart and the causes of the out-of-control signals were detected. The variable namely quality characteristics 

examined in terms of quality during the production of the part were determined as 𝑥1: diameter of the hole, 

𝑥2: bending angle and 𝑥3: length of the part. Firstly, 1230 measured values of these quality characteristics 

collected in the process were evaluated in the Hotelling 𝑇2 control chart by using Equation 1 and Equation 2. 

The out of control signals conditions were detected as seen in Figure 4 that obtained with MINITAB software. 
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Figure 4. Hotelling 𝑇2  Control Chart 

Out of control signals can be easily seen through the chart, but it is not possible to see which variables group 

is the cause of the signal by looking at the chart. In this study, the causes of out-of-control signal were estimated 

by classification method. All possible out-of-control signal causes should be taught to the classification and 

prediction model. Therefore, based on the under-control samples, data were generated for all quality 

characteristics with 2 sigma and 3 sigma shifts from the process mean. For this reason, first 128 out of control 

sample that shown in Figure 3 were eliminated from data sets. When the remaining samples were examined, 

the samples under control were obtained as shown in Figure 5. 

 

Figure 5. The Hotelling 𝑇2  Control Chart of Under Control Samples of Process 

3.2. Generating Data 

For training the machine learning algorithms, data were generated according to the measurement values of 

the under-control samples' distribution (normal distribution), mean of 𝑥1: 7.93, 𝑥2: 85.680, 𝑥3: 135.11 and 

standard deviation of 𝑥1: 0.2636, 𝑥2: 1.347, 𝑥3: 4.70. Data generation was made by considering variable or 

variable groups that may cause out of control signal. 

There are several classes of causes of out-of-control signal for classifying. The number of classes varies 

according to the number of variables. More clearly, the mean of a variable is either in-control or out of control. 

If there are p variables, there is a total of one in- control and 2p-1 out of control case. For example, in a process 

with two variables (0,1), (1,0), (1,1), there are 3 cause classes (0: variable under control, 1: variable out of 

control). Since there are 3 variables in the study, there are 7 different cause classes as: (0,0,1), (0,1,0), (0,1,1), 

(1,0,0), (1,0,1), (1,1,0), (1,1,1). Here for example (0,0,1) means that 𝑥1 and 𝑥2 is under control and 𝑥3 is out of 

control. 
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Because of Hotelling 𝑇2  investigates large shifts; data were generated with 2 and 3 sigma shifts from the mean 

for all variables according to the cause classes. For example, in the (0,0,1) class, since the third variable has a 

shift of 2 sigma, calculations have been made according to the mean values 𝜇1, 𝜇2, 𝜇3 + 2𝜎3 (7.93, 85.680, 

135.11+2(1.347)). The same calculations were made for all out-of-control situation and the study was carried 

out over 350 data for 2 sigma and 3 sigma derived by simulation. Since it was desired to be determined in 

under control products in the study, 50 units of under control product data were added to the data sets and 

each 2 data sets containing 400 data in were obtained. The first data set was generated for 2 sigma shifts and 

the second data set for 3 sigma shifts. 

3.3. Machine Learning Algorithms Implementation  

Individual Machine Learning Algorithms: The parameters that make the classification performances of 

individual machine learning algorithms the best has been estimated heuristic considering the previous 

information of the data set. The models were re-designed according to each parameter, trained and their 

results were obtained. Comparison of accuracy rates obtained from algorithms with the determination of 

appropriate parameter values.  

Cross-validation method was used for the training stages of the models established with classification 

algorithms. Cross-validation parameters are determined based on the values that are decided to increase the 

performances by experimenting with basic individual algorithms. All models are trained using the same 

parameters to ensure consistent study. 

The parameters used for cross validation are shown in Table 1. 

Table 1. The Parameters of Cross Validation 

Parameter Value 

Number of folds 10 

Sampling type Automatic 

The number of folds is often taken as 10 in studies (Refaeilzadeh et al.,2009; Zhang et al.,2019; Jonathan, 2019; 

Karimi et al., 2015; Ramezan et al.,2019; Yu and Feng, 2014). Similarly, successful results were obtained with 

the number of folding 10 in the study. In addition, sampling type was automatically selected and folded 

sampling was used because the result values are nominal. Multi-class performance criteria are used to evaluate 

the classification estimation accuracy rates obtained by using that parameter value determined for all 

algorithms.  

In the study, each prediction model was tested with cross validation. Cross validation divides the data into 

selected numbers to evaluate part of the set as test data. The method is then repeated with the selected number 

of different test data each time. The mean of the accuracy obtained at the end of each classification constitutes 

the overall accuracy of the method. The number for cross-validation is 10. Using automatic sampling, the same 

ratio was obtained for training and testing each time. 

Algorithms operate according to specific parameters. The most suitable parameter values were determined 

for the algorithms used. The parameters and result values that make the best performance of the 3 basic 

individual machine learning algorithms used are presented below. Rapidminer Studio 7 was used for the 

results. 

Decision Tree: The parameter values used for the decision tree can be seen in the Table 2. Similar to previous 

studies for the splitting process in the tree (Dreiseitl et al., 2001; Anwar et al., 2014), information gain was 

determined as criteria. The maximal depth is used to limit the depth of the tree and varies according to the 

size of the sample data set. 
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Table 2. The Parameters of Decision Tree 

Parameter  Value 

Criterion Information gain 

Maximal Depth 6  

Confidence 0.1 

16 values between 5 and 20 were tried and selected as 6. As an example, accuracy rates corresponding to 

maximum depth for 3 sigma shifts are shown in Table 3.  

The confidence level parameter selected as (0.1) is a parameter used in the pessimistic error calculation of tree 

pruning. Some parameters other than those specified were also run with the default values of the program. 

Table 3. Accuracy Rates Corresponding to Maximum Depth For 3 Sigma Shift 

Maximal depth Accuracy rate 

5 78.75 

6 79.25 

7 79.25 

8 79.25 

9 79.25 

10 79.25 

11 79.25 

12…………..20 73.50 

K-nearest neighbor: Since K-NN has both nominal and ordinal values in the data set, it is determined as mixed 

Euclidean distance from measure type mixed measures. The nearest neighbor number (k) used for 

classification was determined by testing. The nearest neighbor (k) was tried to be 1, 3, 5, 7, 9, 11 and13. The 

highest accuracy was found to be k = 1 and k = 3 then decreases as seen in Table 4. 

Table 4. Accuracy Rates Corresponding to K for 3 Sigma Shift 

K Accuracy Rate 

1 67.00 

3 67.00 

5 66.25 

7 65.00 

9 63.75 

11 63.25 

13 61.75 

The parameters used for K-NN are shown in Table 5.   

Table 5. The Parameters of K-NN 

Parameter Value 

K 1 

Mixed Type Mixed Measure 

Mixed Measure Mixed Euclidean distance 

The measure type parameter, which is used to determine the nearest neighbors, was chosen as the mixed 

measures Euclidean distance because the data set contains numerical values and mixed measure was chosen 

as mixed Euclidean distance that is the most frequently used (Hu et al.,2016). 

Naive Bayes Algorithm: The classification in naive bayes algorithm is only based on one parameter, it is made 

according to Laplace correlations (Anwar et al., 2014). Laplace correlation was used for naive bayes and the 

number of kernels was found to be 1 most appropriate. 
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The prediction accuracy results of all individual machine learning algorithms, for 2 and 3 sigma shifts, by 

considering the selected parameters are shown in Table 6.  

Table 6. Accuracy Rate of Individual Machine Learning Algorithms. 

 2 Sigma Shift 3 Sigma Shift 

Algorithm Accuracy%  Accuracy%  

DT 58.25 79.25 

K-NN 41.75 67.00 

NB 61.25  61.00 

When the results are examined, it is seen that the algorithms achieve more successful detections in 3 sigma 

shift. The reason why the 2 sigma shift is detected with lower accuracies is that the 2 sigma shift corresponds 

to a slightly lower value. Therefore, the values produced are very close to each other and the classification of 

values that are so similar to each other is really complex. 

3.3.2. Ensemble Machine Learning Algorithm 

Bagging and Boosting: Individual algorithms are combined with ensemble methods according to previously 

determined parameters. The number of iterations of bagging and boosting algorithms is taken as the default 

value of 10. The accuracy rates of bagging and boosting for 2 sigma and 3 sigma are shown in Table 7. 

Table 7. Accuracy Rate of Bagging and Boosting Method 

 2 Sigma Shift 3 Sigma Shift  2 Sigma Shift 3 Sigma Shift 

Bagging Accuracy%  Accuracy%  Boosting Accuracy%  Accuracy%  

DT-Bagging 58.25 76.00 DT-Boosting 52.75 76.75 

K-NN-Bagging 40.00 67.00 K-NN-Boosting 40.00 67.00 

NB-Bagging 60.25 60.00 NB-Boosting 60.75 61.25 

When the results of the bagging and boosting methods are examined, it is seen that in the case of only 3 sigma 

shift on the data set, an improvement of 0.25 is achieved in the NB algorithm with the boosting method. Apart 

from this, it has been observed that the methods do not provide any improvement and the accuracy rates 

either decrease or remain constant. 

Stacking: There are different options for combining individual algorithms with Stacking. Three individual 

algorithms separately used to select which algorithm was the main learner and the meta learner. As an 

example, a model is shown in Figure 6 and it has been developed similarly to other models. 

 

 

 

 

 

 

 

 

 

Figure 6. An Example of Stacking Models 

The predicted accuracy of 2 sigma and 3 sigma shear conditions are shown in Table 8. To avoid a bias result, 

the same parameters were used for individual and stacking in all algorithms.  
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Table 8. Stacking Model Prediction Accuracy 

   2 Sigma Shift 3 Sigma Shift 

Model Base Learner Meta Learner Accuracy%  Accuracy%  

Stacking1 DT+K-NN NB 56.75 80.50 

Stacking2 DT+NB K-NN 49.25 75.50 

Stacking3 K-NN+NB DT 69.00 85.75 

The highest accuracy of classification was achieved when the data trained with Staking 3 model. The fact that 

the same model provides high prediction accuracy according to two different shift amounts supports the 

validity of the model. 

4. Result and Discussion 

In the study, a production problem was carried out in a company producing furniture fittings. It is aimed to 

develop a system that will detect the variable that causes an out-of-control signal in a new production process, 

according to different shifts on mean, as soon as possible. The production process consists of drilling, cutting 

and bending processes. 3 variables (𝑥1: diameter of the hole, 𝑥2: bending angle and 𝑥3: length) affect the process 

simultaneously. The quality has been checked considering the shifts from the mean. For this, 50 data were 

generated by performing 2 sigma and 3 sigma shifts from the mean separately for each out-of-control situation. 

By adding under control product data, a data set containing 400 data for both cases was obtained. The two 

data sets were discussed separately and the prediction accuracies in the two cases were examined. 

Classification and prediction algorithms in machine learning were used to predict possible quality control 

failure situations in the future in the process.   

The accuracy of individual and stacking algorithms trained according to all these parameters was compared 

and the most appropriate algorithm was chosen. After the most accurate prediction model was found as 

stacking 3, the comparison of the ensemble algorithm with the individual algorithms was performed. K-NN 

and Naive Bayes are base learners and DT is a meta learner in the model of stacking 3. The values of the 

algorithms are shown in Table 9. 

Table 9. Comparing of Performance of Algorithms 

Algorithm 2 Sigma Shift 

Accuracy% 

3 Sigma Shift Accuracy% 

DT 58.25 78.75 

K-NN 41.75 63.75 

NB 61.25 75.25 

Stacking Model (k-NN+NB/DT) 69.00 85.75 

Three different individual machine learning algorithms and ensemble algorithms were trained to predict new 

situations by classification and their accuracy and error rates were compared. As a result, the Stacking 3 model 

was found to be the best answer for this purpose. 

5. Conclusion 

The results were obtained by using machine learning algorithms firstly individually and then using 

community methods. When all the results of the prediction accuracy rates were examined, it was seen that the 

bagging and boosting ensemble methods did not provide a significant improvement compared to the 

individual use of algorithms. However, with the stacking method, successful results were obtained by 

providing a significant improvement in prediction accuracy compared to individual algorithms. Since the aim 

is to classify the out-of-control conditions with the most accurate estimation, stacking 3 with the highest 

accuracy was chosen as the appropriate classification model to be used in the process. In this model, K-NN 

and NB are determined as base learner and DT as meta learner. The model result can be said to be the most 

successful method with 69.00% prediction accuracy for 2 sigma shift and 85.75% for 3 sigma shift. 

The most fundamental criterion for improving process quality is correctly detecting the variable that causes 

the product to be faulty. The effectiveness of the multivariate control chart will be increased by this study, and 

it will contribute to the improvement by correctly determining the variables that produce the out of control 
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state. It has been demonstrated that the ensemble learning algorithms employed for this purpose provide 

better learning, and that using ensemble algorithms rather than individual algorithms in such investigations 

will be beneficial. In addition, this work presents a technique that addresses the drawbacks of Hotelling 𝑇2  

and other multivariate control diagrams. 

The inability to use all individual algorithms can be stated as a limitation of the study. In future investigations, 

the results will be compared against those of various individual algorithms and community combinations 

found in the literature. Other than Hotelling 𝑇2, the mentioned machine learning algorithms can be 

implemented into multivariate control diagrams. In addition, by building an interface with an expert system, 

it is planned to create software that allows the quality expert in the process to simply enter production data 

and view the outcomes. Furthermore, by using this established model, better scientific findings will be 

obtained by deciding on the reason of an out-of-control signal with an automated and learning system rather 

than a human expert's judgment to heuristic. 
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